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Hamburg Impulses for Depolarizing Media Debates 
 
When journalists cover debates on topics such as climate protection, immigration, and the Middle 
East conflict, they often select aggressive and extreme voices. In digital communities, but also in 
news reporting, social understanding and a joint search for solutions to social problems hardly seem 
possible. When public debates hinder political decision-making, instead of critically and 
constructively considering solutions, then democracy as a whole will suffer. Increasingly, people are 
expressing their frustration by voting for far-right, anti-democratic parties. The media often 
contribute to polarization by presenting politics as a ritualistic exchange of blows between extreme 
voices instead of a joint search for solutions. 
 
This is the problem the Hamburg impulses for depolarizing media debates address. Based on 
scientific findings and practical experience, scientists, journalists, community moderators and 
representatives of civil society organizations have developed recommendations on how journalists 
and digital community moderators can contribute to a better debate culture. These ideas are 
intended as food for thought, as an invitation to reflect on one's own role and to come to one's own 
conclusions for personal professional practice. The starting point for this paper is the work of the 
program "Depolarizing Public Debates: Developing  the Tools for Transformative Communication" 
and a joint workshop at The New Institute in Hamburg in 2024. The aim is to depolarize debates 
without restricting the diversity and competition of different ideas. 
 
Polarization means the division of society into groups that disagree on the most fundamental social 
issues and no longer see each other as legitimate participants in a joint dialogue. This is a particular 
problem when the issues affect everyone and require common solutions. Excessive polarization 
complicates or blocks political problem-solving, which we can currently observe particularly in 
debates on climate protection. 
 
Polarization can be a productive part of democracy when it presents clear alternatives represented 
by specific stakeholders. Reporting on controversial debates and encouraging discussion that 
includes a wide range of ideas can both be part of a well-functioning democracy. For certain 
challenges, such as climate protection, solutions do not lie somewhere in the middle between two 
extremes: A little climate protection won't be enough. Hence, radical ideas also need to be discussed. 
The fact that emotions can boil over in the debate might also be an unavoidable part of a committed 
debate. 
 
Yet excessive affective polarization does not promote a healthy democratic culture. Such affective 
polarization can be seen in increased hostility between groups, the silencing of moderate voices, the 
stigmatization of opposing positions, or the ignoring of creative solutions beyond a pointed pro and 
con debate. In such debates, the participants and the audience each choose their side and then 
ignore or demonize the other. Our proposals address these undesirable developments.  
 
The aim should be a lively exchange of ideas that supports democratic listening, that is an exchange 
that enables media users to reflect on and engage with opposing positions. Such exchange can lead 
to partial agreement or to justified dissent. Democratic listening can also promote mutual respect 
and thus mitigate harmful forms of polarization. 
 
How should journalism deal with highly polarized debates, both in its reporting and in its role as a 
moderator of debates, for example in the comment columns of online articles? What should 
platform providers do?  
 

https://thenew.institute/en/programs/depolarizing-public-debates


 2 

Polarization is a process of fragmentation that can be fueled or contained by mediated 
communication. Mediated polarization especially includes debates that focus not on the concerns of 
everyone but on the provocative behavior of their most extreme representatives. Politics and 
journalism shape debates through framing (what is at stake, what problems and solutions are being 
discussed?) and narration (which and whose stories are being told?). Operators of digital networks 
and forums can intervene in debates by ranking, deleting, or moderating. A lot is already happening: 
in some countries, platforms and media companies are getting involved in deleting illegal content or 
by identifying and fact-checking false information. Much of what we are calling for here is already 
being done. However, we are also convinced that more can be done. At the very least, the following 
suggestions can be read as encouragement that we are already on the right track. 
 
This document is not intended as the ultimate truth, but as a collection of suggestions for 
constructive mediated discussions and journalistic reporting. We are interested in improving and 
supplementing the suggestions listed here and ask for constructive criticism. We will produce a 
revised version of these suggestions in 2025. 
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How journalism can deal with polarized debates: 
 
Impulse 1: Journalism should take up social conflicts and even radical ideas - if these address relevant 
problems productively and do not violate the fundamental values of democracy.   
 

Simply ignoring existing conflicts and supposedly too radical positions in debates is not a 
suitable means of depolarization. After all, truth and solutions do not always lie in the middle 
(Boudana, 2015). Conflict-prone ethical issues, such as distributive justice or freedom and 
moral duties, are triggers for polarization (Mau et al., 2024), but they cannot simply be 
ignored. Political problems cannot be reduced to purely technical questions and solutions 
(Pepermans & Maesele, 2016). However, the discussion of radical proposed solutions reaches 
its limits where they violate fundamental values, such as democratic procedures, human 
dignity and civil rights. 

 
Impulse 2: Journalistic reporting should focus on the search for solutions to problems in society, 
instead of merely emphasizing the potential for conflict. 
 

Reporting often takes the form of conflict framing: prominent voices confront each other 
with aggressive statements (Semetko & Valkenburg, 2000; Wagner & Gruszczynski, 2018). 
"Polarizing figures" (Slater & Arugay, 2018) or "entrepreneurs of polarization” (Mau et al., 
2024) are rewarded with media attention. Instead, reporting can specifically give a voice to 
actors who build bridges and propose solutions to problems. The solution frame primarily 
discusses the "how and not the whether," in the case of generally shared goals such as 
climate protection or asylum law. This allows for a pluralistic, controversial, but also 
constructive debate. 

 
Impulse 3: Journalistic reporting can raise awareness of the dilemmas often present in political 
decision-making. 
 

Behind escalating debates are sometimes conflicts of values in which different goods have to 
be compared (for example, if a railroad line is to run through a nature reserve). Journalism 
can make these dilemmas clear and thus enable media users to develop a better 
understanding of the political decision-making (Pörksen & Schulz v. Thun, 2020). The result of 
political trade-offs can also be critiqued. 

 
Impulse 4: Journalistic reporting should make a clear distinction between verifiable facts and political 
opinions. False factual claims should be corrected immediately or not quoted at all.  
 

The research process, with its critical discussion of uncertainties, is sometimes portrayed as a 
failure of science or as a duel between competing scientists (example: Covid-19). Instead, 
scientific debates can also be framed as a "pluralist search for consensus" (Fahy, 2018). In 
some cases, facts are also reduced to opinions, in which "the other side" (deniers of facts) are 
also allowed to have their say. This leads to "false balance" (Boykoff & Boykoff, 2004). 
Alternatives are contextualizing reporting ("interpretive reporting," Brüggemann & Engesser, 
2016) and the explicit naming of misinformation and scientific consensus (Merkley, 2020).  

 
Impulse 5: Journalistic reporting on polarization and conflict should reflect scientific data on 
controversy and consensus in a society. 

 
Media coverage sometimes describes society as deeply divided between increasingly 
extreme groups. However, this does not apply to German society in such general terms (e.g. 
Mau et al., 2024). Even in more polarized societies, such as the USA, there is the 
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phenomenon of "false polarization": the perception that there are deep divides between 
groups when there actually are not (Levendusky & Malhotra, 2016; Wilson et al., 2020). 
Journalism should therefore also research the facts and can also highlight areas of consensus 
in public opinion (including in a playful way: Public opinion quiz: what percentage of 
Republicans do you think deny climate change?, Scacco et al., 2016). 

  
Impulse 6: Journalistic storytelling should depict behaviors and contexts in ways that are 
representative of the respective group and avoid instead providing misleading representations of the 
world. 
 

It may be factually correct to report on the fate of a specific individual, but it may imply a 
false generalization, for instance reporting, "Two climate change activists fly to Bali on 
vacation - that's how hypocritical they all are." Such false generalizations fuel conflicts 
(Gottschalk, 2017). Instead of judging and evaluating facts, people evaluate whether they 
deem specific people as sympathetic or unsympathetic (Bloom, 2016). 

 
Impulse 7: Journalistic storytelling should not only allow readers to identify with specific 
perspectives, but also to distance themselves from viewpoints. 
 

In conflicts, people tend to quickly take a side and then identify with only one of the groups 
involved. This leads to one-sided attention and the ignoring of other perspectives 
(Woodward et al., 2024; Simas et al., 2020; Breithaupt, 2017). It is therefore recommended 
to tell a story not just from one perspective; to be careful with stereotypical narrative 
schemas, such as victim narratives or hero stories; and also to present possible 
commonalities between different perspectives. 

 
Impulse 8: Media organizations can go beyond reporting and develop discussion formats that 
encourage constructive discussion in their communities. 
 

Many editorial teams see “community engagement” as getting news users to superficially 
click, comment, share, or otherwise digitally promote news articles and the news brand. 
However, newsrooms can also engage their communities by getting news users and other 
community members to talk to each other on an individual or local level (e.g. My Country 
Talks/Germany Speaks). This can facilitate understanding and strengthen loyalty to the 
journalistic brand. 
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How digital community management can deal with polarized debates: 
 
Impulse 1: Discussions must be actively moderated so that they do not lead to excessive polarization. 
 

Dedicated and consistent community moderation is needed to counteract harmful 
polarization tendencies in discussions. Moderators should establish clear guidelines that are 
adapted to the communication habits of the respective target group and platform and that 
are then consistently implemented by moderators. Such community moderation can also 
counteract the trend that people with moderate opinions increasingly withdraw from online 
discussions (Das NETTZ, 2024; Ziegele et al., 2019).  

 
Impulse 2: Polarization in comment sections and on social media is characterized less by echo 
chambers than by trench warfare between hostile parties. Moderation should try to defuse trench 
warfare. 
 

Polarized media users often confirm their opinions by connecting with like-minded people, 
but also do not completely isolate themselves from opposing information. They are aware of 
and hostile toward the extreme voices of the other side that are prominent online 
(Brüggemann et al., 2020; Bail, 2021). In such trench warfare situations, it is not enough to 
feed polarized media users information with opposing opinions. Due to the hostile 
atmosphere in trench warfare, information from the respective opposing side can even 
reinforce the polarization of users instead of weakening it (Karlsen et al., 2017; Bail et al., 
2018; Törnberg, 2022).  

 
Impulse 3: Moderation should be multifaceted: regulating, supportive, encouraging and listening-
focused. 
 

Good moderation can do more than just remove illegal statements. Studies have shown that 
diverse moderation styles (Ksiazek & Springer, 2020; Ziegele et al., 2018/2019) can reinforce 
desirable behavior in digital communities. A shift in focus away from moderation that 
primarily regulates problematic statements towards moderation that supports and 
encourages constructive contributions has a positive effect on the perceived quality of 
discourse (Masullo et al., 2022; Ziegele et al., 2021). Moderators can also experiment with 
moderation styles that promote democratic listening, for example by accompanying 
opposing information with incentives to listen; encouraging users to discuss content; and 
adopting perspectives and sharing personal experiences even in heated debates.  

 
Impulse 4: Moderation requires professionalized moderators and resources. 
 

Community management is not a task that can be done on the fly. It is a clearly defined task 
(Pein, 2016) that requires appropriate skills and resources (Riedl, 2023). Employers must 
ensure that people in these roles have at least basic training in moderation and receive 
regular ongoing training. In addition, the psychological risks of moderating hateful and 
harmful posts (see e.g. Newton, 2019 or BVCM study, 2023) must be taken into account and 
considered within the legal frames of protection and safety for employees.  
 

Impulse 5: The success of the moderation should be evaluated. In addition to the reach, metrics 
should capture the quality of the discussions generated. 
 

The reach of a post is not in itself an adequate measure to assess the success of moderation 
or the quality of online discussions. Rather, metrics must be developed that demonstrate the 
contribution of community moderation to a constructive discourse and to enable a 
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qualitative assessment of the discussions. These include, for example, the degree of 
polarization, the level of respectful exchange and mutual understanding. Suggestions from 
journalism and deliberation research can be the starting point for collaborations between 
media organizations and academia that enable a more comprehensive evaluation of online 
discussions (Risch et al., 2020; Behrendt et al., 2024). 

 
Impulse 6: Human moderation has its limits. This is why the supportive use of AI makes sense - as 
long as it is based on fundamental social and ethical values of the digital discussion space. 
 

Artificial intelligence can support community management in scaling moderation by pre-
sorting comments, hiding or reporting clearly illegal comments, suggesting response options 
and recognizing conspicuous users and behaviors (Wojcieszak et al., 2021; Wilms et al., 
2024). A critical approach to AI is necessary for both technical and ethical reasons. For 
example, training data and algorithms must be known and AI interventions must be regularly 
checked by humans. Furthermore, a transparent approach to the use of AI vis-à-vis the 
community is desirable. 

 
Impulse 7: Moderation is only one design feature. In addition, editorial teams should experiment 
with other interventions that promote thoughtful and factual rather than just quick emotional 
reactions. 
 

Moderators can get creative to try out new forms of discussion. For example, classic, 
emotionally charged reaction buttons could be replaced by buttons that are geared towards 
listening. Buttons can be used to express respect for a different opinion (Stroud et al., 2017) 
or gratitude for a valuable suggestion. This makes listening practices more visible in online 
discussions. This approach of marking "listening" rather than the expression of quick 
emotions could also be a criterion for ranking posts. 
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